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Abstract— Cloud mining is an important research topic in the field of data mining and knowledge discovery.  Due to the fact 
that a number of organizations have opted for cloud storage, it is important to use efficient and effective data mining methods to 
mine the large databases in the cloud so as to extract the previously unknown interesting patterns and relationships. The data 
patterns are of importance in business intelligence thus for forecasting, market basket analysis, cross selling, market segmenta-
tion and customer retention purposes which helps to increase the profits of business organizations. The cloud is a large reposito-
ry of data units on the World Wide Web which contains social, cultural, political, educational, academic and commercial data 
which is usually accessed via a web browser. The data repositories can be used by all forms of business enterprises including 
Small and Medium Enterprises for knowledge discovery to gain business insight and intelligence. This paper seeks to investi-
gate current cloud e-commerce systems in the world and design a model that simulates knowledge extraction for business intel-
ligence from a cloud which store SMEs’ data in Zimbabwe. 

 

Index Terms— Business Intelligence, Cloud mining, Data mining, E-commerce, SMEs (Small and Medium Enterprises) 

——————————      —————————— 

1 INTRODUCTION                               

Cloud is defined as an elastic computing model from which 
the users can lease the resources from the rentable infrastruc-
ture over the internet [2]. Cloud computing is gaining popu-
larity due to its lower cost, high reliability and huge availabil-
ity [3]. Many companies have opted to the use of business ap-
plications and databases hosted in the cloud due to the rela-
tively cheaper cloud services. E-commerce has become com-
mon and the transactions are also stored in large databases in 
the cloud. The databases have a collection of information 
about all the products bought by the customer. 
 
Cloud mining is a new approach to apply data mining, to the 
customer data in the cloud [5]. In this paper the data was ex-
tracted for analysis from databases in a simulated cloud plat-
form so as to extract knowledge and patterns that help make 
decisions for the future thus bringing in the concept of busi-
ness intelligence. Business Intelligence has become the preva-
lent decision support systems in organizations [2]. Companies 
especially SMEs for their customer base growth need to keep 
track of their customers, prospect potential customers interact 
with them and try to forecast what they will buy in future. 
With an increase of companies that offer cloud services in 
Zimbabwe such as Yo Africa, Utande and Realtime BYTES, big 
organizations and SMEs have all the room to install their ser-
vices in the cloud due to its advantages stated before. This 
means more structured and unstructured data streams will 
continue to grow which when exploited can give rich business 
knowledge and insights [6]. Many organizations have collect-
ed and stored large repositories of data about their current 
customers, potential customers, suppliers and business part-
ners. However, the inability to discover valuable information 
hidden in the data repositories especially for SMEs in Zimba-
bwe prevents the organizations from transforming these data 
into valuable and useful knowledge. [7]. “We are drowning in 
data but starving for knowledge” [8]. 
Cloud computing is currently being adopted by SMEs in Zim-
babwe. The customer data contains useful patterns (that is 
association model, classification model, class model, sequence 

pattern and so on) [9] which are of relevance to commercial 
decision making such as market analysis and management, 
risk analysis and management. This paper aimed to design a 
model for cloud mining and analysis in SMEs e-commerce 
 databases so as to come up with optimization in business in-
telligence, and in particular analysis of large collections of 
transactional databases in the cloud so as to depict customer 
buying patterns and behaviors. This model offers a unique 
way of extracting knowledge in SMEs databases due to their 
informal way of doing business and offering payments, 
whereby SMEs can offer different methods of payments on the 
same products. 
 
This study provides answers to the following business ques-
tions: 1) which kinds of products are often bought by custom-
ers? 2)  What combinations of products are usually bought by 
customers 3) what kinds of products are likely to be preferred 
by customers in the future?  

2 RELATED WORK  
Data mining is a technique of extracting previously unknown 
and potentially useful patterns and knowledge from large 
amounts of data [12]. Cloud mining is a process of applying 
data mining techniques to large repositories of data in the 
cloud. There are relatively new and emerging mining tech-
niques that are known collectively as reality mining. Reality 
mining is the collection of transactions made daily by individ-
uals to realize how they live and react [2]. The paper mainly 
focused on mixed methods of mining in large repositories 
which are: Frequent pattern mining, clustering and classifica-
tion. 
 

2.1 FREQUENT PATTERN MINING 
It was first proposed by Agrawal in 1993 for market basket 
analysis in the form of association rule mining. [12]. Frequent 
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patterns are itemsets, subsequences, or substructures that ap-
pear in a data set with frequency no less than a user-specified 
threshold [13]. Frequent pattern mining is a data mining tech-
nique that searches for recurring relationships in a given da-
taset. It analyses customer buying habits by searching for as-
sociations between the different items that customers place in 
their “shopping baskets”. Frequent pattern mining has become 
an important data mining task as it plays an essential role in 
mining associations, correlations and many other data mining 
tasks such as data classification and clustering [12]. 
 

2.2 Current methods for mining frequent patterns 
Frequent item set was first introduced for mining transaction 
databases, that is Let   I = {i1, i2,.....,in} be a set of all items. A k-
itemset α, which consist of k items from I, is frequent if α oc-
curs in a transaction database D no lower than θ|D|times, 
where θ is a user specified minimum support threshold 
(min_sup), and |D|is the total number of transactions in D. 
The three basic frequent itemset mining methodologies are 
Apriori, FP-growth and Eclat. [13] 
 

2.2.1 Clustering 
Clustering aims to divide a data set into groups that are very 
different from each other and whose members are very similar 
to each other .It has been used for grouping users with com-
mon browsing behavior, as well as grouping web pages with 
similar content [17].User profiles can be extracted from the 
clusters designed, and it is clustering that will form the basis 
of personalization [16]. Some of the clustering known methods 
are fuzzy clustering, partitioning, model based and hierar-
chical.  
 

2.2 Classification 
The goal of classification is to identify the distinguishing char-
acteristics of predefined classes, based on a set of instances; on 
this case are the users [17] .Classification is supervised learn-
ing and this information will be used for predicting how the 
instances in classes and new instances will behave. Classifica-
tion consists of different algorithms and methods which are: 
decision tree induction, LCS algorithm, neural networks, 
rough set theory and Bayesian classifier 
 
One problem of data mining in the cloud has been investigat-
ed from the data mining algorithm perspective. Wang utilized 
the powerful and huge capacity of cloud computing into data 
mining and machine learning. In the experiments, three algo-
rithms, which are: global effect (GE), K-nearest neighbor 
(KNN) and restricted Boltzmann machine (RBM) were per-
formed in cloud computing platforms, which use the S3 and 
EC2 of Amazon Web Services [15]. And they built two predic-
tors based on KNN model and RBM model respectively with 
the order to testify their performance based on cloud compu-
ting platforms. [6] 
 
The Mapreduce programming model was designed for pro-
cessing massive data sets in a parallel network. Based on this 

programming model, Wang adapted the SPRINT algorithm 
which is an ideal tool for data classification. SPRINT has been 
designed to be easily parallelized. Due to the parallelism, the 
original SPRINT was modified to be implemented in Hadoop 
architecture [6]. The algorithm divided data sets in vertical 
direction and horizontal direction respectively, in accordance 
with the “Map” step in Mapreduce. The vertical partition sep-
arated datasets by attribute, while horizontal partition pro-
duced many itemsets. They applied the revised SPRINT algo-
rithm to classify customer groups with different credit grades. 
[6] 
 
It is hypothesized that the existing techniques have either only 
improved the efficiency but do not give any effect to the 
change in the complexity collectively. Moreover the existing 
published work has not targeted the untapped SMEs e-
commerce businesses in the cloud.  The paper proposed a 
technique by which a database can be scanned only once and 
start working on the tables which are created by the user only 
at the time of analysis. The main objective focused on adopt-
ing algorithms which are both efficient and have better space 
complexity, and apply them in mining large repositories in the 
cloud for SMEs. This scheme gives good response and better 
performance, which means less time, is needed for execution 
thereby increasing throughput. Hence when the execution 
time is reduced the cost is also reduced, which become more 
favorable to SMEs. 

 

3 METHODOLOGY 
The investigation made use of eight different transactional 
databases which are of different small retailers. The different 
databases represented the organization’s databases being 
hosted in the cloud. A point of sale was created which imitated 
real world retail shop point of sales and store the transactions 
in the created databases. The databases contain the customer’s 
details and the transactions done by each customer. The collec-
tions of transactions in the databases are mined so as to find 
the interesting patterns by making use of the selected algo-
rithms. The item sets in each transaction of a customer are 
chosen at random, thus assuming how different customers 
behave when purchasing in a shop. Different algorithms were 
applied to data set in the database so as to find interesting pat-
terns such as frequent patterns, associations and clusters. 
Some of these algorithms vary in performance depending on 
the size of the databases. 
 
 
3.1 Development tools 
The following development tools were used which included: 
Microsoft SQL server 2008, SQL Server Management Studio, 
Business Intelligence Development Studio, Microsoft Visual 
Studio 2008, ADOMD.NET and the .NET Framework. 
SQL server 2008 was preferred because of a number of reasons 
such as backup support, including differential back, distribut-
ed database, distributed queries, GUI support for managing 
databases and its ability to serve large quantities of data. It 
also has the capacity of integrating multiple databases into a 
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vast single and secure data warehouse. It also includes Busi-
ness Intelligence and Development Studio which is used for 
developing data analysis and Business Intelligence solutions 
by utilizing its Analysis Services, Reporting services and inte-
gration services. 
 

3.2 INTERVIEWS 
Some interviews were carried out to investigate current sys-
tems which are being used by SMEs in Zimbabwe; this was a 
qualitative approach which was done to help the design of the 
model. The population consisted of selected SMEs in Zimba-
bwe. For the purpose of the research the sample consisted of 
ten SMEs in the capital city Harare, where many people use 
Information Communication Technology (ICT) on a daily ba-
sis.  
 
The information gathered from SMEs highlighted that many 
of them are appreciating technology to the extent that 70% of 
them are selling their products online and using POS (Point Of 
Sale) technology. From the gathered information not one from 
the approached SMEs are using cloud technology though all 
acknowledged the presents of cloud services in Zimbabwe. 
Results from the interviews supplied relevant information 
which helped much in the development of the model.  
 

 
3.3 Framework for the proposed algorithm 
 
 
Input: A Product Database 
Output: All high frequent Item sets 
Method: 
1. Distribute large database from master node to all the Slave 
nodes. 
2. Each slave node scan local database. 
3. Start selecting items from the datasets. 
          a. Select multiple items 
          b. Add them to the transaction list 
          c. Maintain a transaction dictionary of the transaction id 
and the items chosen for that transaction.                        
          d. Loop 
4. Enter the minimum local support and confidence. 
5. The frequent itemsets are generated using the Apriori Algo-
rithm. 
6. Compute the support value of item sets of each node. 
7. Send the support value of each node to the Master node. 
8. Master node compute support values of item sets of order 
k+1. 
9. Broadcast the support values to all slave nodes. 
10. Master node builds the global transaction utility table and 
prunes the items that do not satisfy the given threshold 
min_support. 
 
The Algorithm was incorporated in the design of the real 
model using VB.Net. 
 
 

4. RESULTS AND ANALYSIS 
The system imitated the normal point of sale and allowed cap-
turing of customer transactions which were then stored in the 
databases in the cloud. The data mining techniques were then 
applied to the stored transactions that include Apriori algo-
rithm for finding frequent patterns and associations and the K-
means for finding the clusters. This cloud mining process 
aimed to produce an analysis of customer patterns from the 
past and present transactional data and provides information 
that help retailers to identify opportunities and to help them to 
decide if the retail market is a potentially profitable segment, 
after the evaluation of the responsiveness of the customers. 
The results obtained helps firms and organizations to enhance 
their marketing strategies such as to  target marketing thus 
knowing which type of customers prefer what products, ar-
ranging totally related products on the same shelf, such as 
cereals and milk and market segmentation. 
 
The model designed involves simulation of the POS and ad-
ministrative tasks; Figure 2 illustrates the basic moves done by 
the administrator to view the current trends happening in 
SMEs world of business.  
 
The model was implemented based on a two-tier architecture 
with two different layers of the system that is the back-end 
and the front-end (graphical user interface) .The two layers 
directly interact with each other. The two tier architecture has 
a greater advantage of that it masks all the operations that oc-
cur at the back end to a customer. 
 
 
 

 
 

 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Activity diagram for the administrator 
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4.1 FINDINGS 
 
A figure below (Figure 3) is the central main form that allows 
the user to navigate through the whole system with the use of 
different menu tabs. The main menu dashboard is synchro-
nized to the cloud such that all the information which is input 
or output involves interaction with cloud databases. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 

The transactional form is one of the points of sales out of three 
where a customer can purchase some products by adding 
them to cart. A customer can view all the products in his or her 

shopping basket. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5 below displays updated relationship patterns of 2 
frequent patterns. From this interface the administrator can 
find the most selling two products and determine from the 
products those with a support. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6 displays frequent patterns for 6 itemsets and their 
support. It is the maximum frequent pattern item sets which 
have been implemented by the model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7; represent sales of products discovered from the da-

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: System architecture 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: The main dashboard 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Transaction form 
 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Frequent patterns for 2 itemsets 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: Frequent pattern for six itemsets 
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tabases. The administrator has the choice of selecting POS of 
sales of which to check business trends.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5.0 CONCLUSION AND RECOMMENDATIONS 
 
The paper recommends that the researches proposed for the 
cloud transactional databases mining be solved using real 
world transactional databases. The mining of the transactional 
databases for frequent and association patterns were based 
mainly on the Apriori algorithms. However the Apriori algo-
rithms have also their limitations. The researcher therefore 
recommends future research advancements to make use of 
some better algorithms such as those based on the FP-Growth 
techniques which are much faster. The mining of transactional 
databases can be applied different data mining techniques 
such as classifications and clustering. The different data min-
ing techniques can best be applied by making use of a combi-
nation of different algorithms. No single data mining algo-
rithm can best solve all the problems. 
Sequential patterns tell us what items are frequently bought 
together and in what order, but they cannot provide much 
information about the time span about which they are fre-
quently bought together for further decision support. Alt-
hough we know which items will be bought after the other 
items, we have no idea when the next purchase will occur. So 
the researcher recommends for further improvements on that. 
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Figure 7: Graphical representation of trends on POS 1 
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